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Abstract: Power hardware-in-the-loop (PHiL) simulations provide a powerful environment in the
critical process of testing new components and controllers. In this work, we aim to explain the impact
of time delays in a PHiL setup and recommend how to consider them in different investigations. The
general concept of PHIL, with its necessary components, is explained and the benefits compared
to pure simulation and implemented field tests are presented. An example for a flexible PHiL
environment is shown in form of the Power Hardware-in-the-Loop Simulation Laboratory (PHiLsLab)
at TU Hamburg. In the PHiLsLab, different hardware components are used as the simulator to
provide a grid interface via an amplifier system, a real-time simulator by OPAL-RT, a programmable
logic controller by Bachmann, and an M-DUINO microcontroller. Benefits and limitations of the
different simulators are shown using case examples of conducted investigations. Essentially, all
platforms prove to be appropriate and sufficiently powerful simulators, if the time constants and
complexity of the investigated case fit the simulator performance. The communication interfaces
used between simulator and amplifier system differ in communication speed and delay; therefore,
they have to be considered to determine the level of dynamic interactions between the simulated rest
of system and the hardware under test.

Keywords: power hardware-in-the-loop (PHiL); communication protocols; time delays; modeling
and simulation; hardware under test (HUT); rest of system (ROS)

1. Introduction

Electric power grids are becoming increasingly complex due to rising shares of renew-
able energy systems, a growing number of DC loads, and changing generator character-
istics [1]. Additionally, the transition of the power grid toward a smart grid is inducing
major changes, especially with the rising integration of information and communication
technology [2]. Since field tests are challenging to implement, simulations, controller
hardware-in-the-loop (CHiL), or power hardware-in-the-loop (PHiL) applications are a
viable approach for the validation of new power and energy system solutions.

New components and controllers that can be used in a future grid need to be tested
under realistic conditions before integration into the power grid to prevent costly and dan-
gerous failures. Direct dynamic testing of the hardware is often not possible because critical
test cases occur randomly and rarely. Furthermore, direct testing might be impossible if
future developments of the grid that do not yet exist have to be tested [3]. Moreover, high
costs, space limitations, and potentially dangerous test conditions such as those of fault
scenarios prevent such complete hardware applications; consequently, pure simulations,
CHIiL, or PHiL simulations are used. Pure simulations require high accuracy of the mod-
els, which results in long computing times [4]. In addition, the models’ limitations may
alter the results or critical dynamics are missing due to simplification of the models [5].
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As an alternative solution, CHiL and PHiL offer the possibility to combine the accuracy of
hardware tests with the reproducibility of simulations.

CHIiL models connect the simulation of the grid via low-power signals with the hard-
ware under test (HUT), whereas high-power signals are used in a PHiL. model. A PHiL
model is thus the closest to a complete hardware application. It also allows to simulate
different communication networks that can be used for control purposes. The transmission
speed between the components of the PHiL laboratory influences the system dynamics
because the real-time simulation works with fixed-time-step solvers and all parts of the
PHiL system can potentially add further time delays. The delays of the individual com-
ponents can reduce precision, cause instabilities, or even damage the equipment [5]. The
matching time delays of the simulator and the amplifier are therefore essential and need to
be selected according to the investigation. In particular, for the investigation of frequency
deviations in the range of seconds, time delays in the range of milliseconds are adequate,
whereas for other investigations, lower time delays may be needed. Depending on the
necessary time step, high-, middle-, or low-end simulation hardware can be chosen.

Therefore, time delays and communication interfaces are of great importance for
research using PHiL modeling. The goal of this work is to enable further research by giving
an overview of different components that can be used in a PHiL setup. Different kinds of
simulators are compared regarding performance and PHiL capabilities. In comparison to
most current research activities, low-performance devices are used as simulators to show
their potential in a PHiL setup.

The role of different simulators in power hardware-in-the-loop modeling is discussed
in the upcoming sections and the advantages and disadvantages of different communi-
cation interfaces are explained. In Section 2, the different devices that are used for the
investigation of power systems in PHiL are presented. The TU Hamburg laboratory setup
is presented in Section 3, followed by three case examples, which are discussed in terms of
communication and time delays in Section 4. A conclusion is provided in Section 5.

2. PHiL Device Overview

A PHIiL laboratory evaluates the HUT that is connected to a simulation of the rest
of system (ROS). Since high-power signals are used in PHiL setups, the signal from the
simulator has to be amplified, usually by a power amplifier. The general setup of a PHiL
simulation is shown in Figure 1.

D - -
Simulation: A | Amplifier » Hardware-
Rest of under-
D Test
SyStem A < measurement <

Digital Analog  Power

Figure 1. General power hardware-in-the-loop setup.

2.1. Simulator

The simulation is a viable part of each CHiL and PHiL system and run on a real-time
simulator (RTS). It is used to simulate the ROS, which contains physical or mathematical
simulations of the surrounding system. Moreover, the simulator needs to offer a connec-
tion to a user interface and work with fixed time steps. A multitude of devices can be
used as simulators; a real-time simulator and a programmable logic controller (PLC) are
presented subsequently.
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2.1.1. Real-Time Simulator

Depending on the dynamics of the model, the simulation in an RTS is either CPU-
based or field-programmable-gate-array (FPGA)-based. A CPU simulation allows for more
complex systems, but the simulation time step is limited to 5-10 us depending on the
hardware. A FPGA-based simulation allows for lower time steps and therefore a higher
dynamic of the simulated systems. Due to the limited computational capacity of FPGAs,
the simulated systems have to be smaller [6,7].

2.1.2. Programmable Logic Controller

A PLC is a modular system that employs different inputs and outputs as well as their
programmable functional dependence. All measured data can be received and processed
with the PLC and then the control signals can be communicated to the other devices.
During operation, the PLC is running in cyclic operation and for every time step, an image
table that describes all states of the inputs and outputs at this time is made. These image
tables are only changed before and after each program cycle. A change of the outputs
can therefore only be applied at the end of the program run, whereas a change of the
input can only influence the next cycle. The time step can vary with the model complexity.
Additionally, some PLCs allow visualization and diagnostics on a Web server that is run
on the PLC[8,9].

2.2. Power Amplifier

The power amplifier serves as a connection between the simulation HUT by converting
low voltage signals and frequency values from the simulation into physical quantities in
real-time and vice versa.

A real system, which is actually stable, can become unstable by inserting an additional
control loop between the ROS and the HUT. An ideal power amplifier would have zero
time delay and infinite bandwidth, but its real dynamic behavior differs. Furthermore,
quantization errors can have a fundamental role in PHiL simulation [4]. Additionally, the
time delays of the ROS, measurements, and those of the simulated system itself occur
and can lead to severe instabilities. However, possible instabilities that do not become
evident in the HUT if used in real applications can occur in power hardware-in-the-loop
simulations [10-12]. This nonideal behavior has to be tackled by the interface algorithm
between the simulated system and the HUT [13]. Three options for power amplifiers have
been used in PHIL setups with linear amplifiers, synchronous generators with load banks,
and switched mode amplifiers. The switched mode amplifiers are composed of a rectifier, an
inverter, and IGBT bridges and offer high power [10,11,14]. Whereas this type of amplifier
induces a higher time delay and has a lower accuracy than other amplifiers [10,11,14],
a linear amplifier possesses dynamic behavior with high accuracy and small time delays
and therefore less stability issues[10,12]. In comparison to switched mode amplifiers,
the achievable power ratings are lower. Using synchronous generators that are coupled
to a DC motor and a thyristor drive is beneficial if a balanced three phase supply is
necessary [10,15]. Ultimately, accuracy and power have to fit the intended use [16] to be
able to test at a realistic power rating.

2.3. Hardware under Test

The HUT is connected with the power amplifier, which reproduces the simulated con-
ditions at the HUT. Measured quantities from the HUT are then fed back to the simulation,
which reacts to the measurement. Most signals transmitted between different devices can
either be part of the test system or part of the HUT itself.

If the signal is part of the HUT, all delays induced by it are part of the tested hardware
and therefore would also occur when the HUT is deployed in its intended application.
An example is the communication between a battery system and the battery controller.
In this case, communication is part of the test and does not need to be included in planning
and building the test setup.
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If the signal is part of the test setup instead, e.g., the communication between the RTS
and the amplifier, the communication delay has to be considered for a stable and accurate
test setup.

3. TU Hamburg Laboratory Setup—PHiLsLab

The PHiL system presented here is part of the Power Hardware-in-the-Loop Simula-
tion Laboratory (PHiLsLab) at TU Hamburg depicted in Figure 2 and is designed especially
for the investigation of three-phase island grids/microgrids with photovoltaic generators
and battery energy storage systems (BESS) as well as ancillary service applications. Security
mechanisms in both software and hardware such as software limits, fuses, and emergency
stop switches were adopted to avoid damages to the laboratory setup or people.

User Interface and Control Terminal PLC OPALRTS  Power Amplifier HUT

Figure 2. PHiLsLAB at TU Hamburg.

Different techniques were employed to implement a PHiL setup using the available
hardware. The general setup is shown in Figure 3. A simulator, either a PLC or an RTS, is
connected to the amplifier using the available communication protocols. The connection
is used to transmit set points and receive measurements from the amplifier. Power is
exchanged between the amplifier and the HUT. Depending on the investigation, the
amplifier can either be used in voltage or current control mode. In voltage control mode, a
voltage set point is sent from the simulator and the current from or to the HUT results, vice
versa in current control mode.

l«<—Analog—»

 scp1 —»| |

<«—Power—>
|
<+—PCI-E— <+ Aurora—» N Hardware
OP5600 Realtime OP4520 FPGA APS 22500 Under
Simulator Connection Box Power Amplifier Test

Figure 3. Possible PHiL setups in PHiLsLab.

3.1. Three-Phased Power Amplifier System

The PHiLsLab uses a linear power amplifier by Spitzenberger & Spies for all of its
PHiL setups. The system contains of three individual APS 7500 amplifiers [17] which work
in source as well as in sink mode. In sink mode, it operates to one third of nominal power
or with nominal power if a controlled load resistor, which can be operated by the amplifier
without further software, is connected. The linear amplifier used at PHiLsLAB enables
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current and voltage limiting and has low harmonic distortions. It can supply voltages of
up to 270 Vi in AC and 425V in DC operation and can generate a variety of voltages and
currents but is mainly used for sinusoidal voltages. Each of the three individual amplifiers
can supply a power of 7.5kW, making a total of 22.5kw available. In order to be able to
map requirements of high-frequency investigations and effects such as harmonics, a high
bandwidth of up to 30 kHz was selected [17].

The power amplifier provides the necessary voltage/currents to the HUT and mea-
sures the resulting power flow. Depending on the communication between the amplifier
and the simulator, the resulting voltage or current is sent to the simulator or additional
values such as the power or frequency can be transmitted.

The amplifier system can be used in three-phase or single-phase operation. To connect
three-phase hardware to a suitable simulation, the individual amplifiers are controlled
to form a three-phase grid. Due to the use of three individual amplifiers, it is possible to
simulate unbalanced cases with different voltages or a phase shift between lines as well as
single line failures.

If only single phase hardware is tested, the amplifiers can be connected in parallel
to increase the maximum current and therefore the maximum output power to the HUT.
In single-phase operation, the amplifier can also be used to emulate DC grids.

The Spitzenberger & Spies power amplifier is able to receive and transmit signals via
optical or analog communication or by using the Standard Commands for Programmable
Instruments (SCPI). The different setups are explored in Section 4.

3.2. Simulator

The PHiLsLAB has two devices that are used as simulators. There is a PLC by
Bachmann (MC210[18]) and an OPAL-RT OP5600 RTS[19]. Both simulators work with
fixed-time-step simulations, which is a necessary feature for PHiL investigations.

The Bachmann MC210 PLC has an ATOM E680 CPU with a frequency of 1.6 GHz.
Models are created using MATLAB/Simulink® [20] and the dedicated Bachmann MTarget
toolbox, which compiles the MATLAB/Simulink® model in C-code. The CPU module
allows for time steps down to 200 ps. The PLC is able to communicate with the power am-
plifier using either analog communication or SCPI, which is also used for communication
with measurement devices [8].

The OPAL-RT OP5600 uses an Intel Xenon E5V3 processor with eight cores running
at 3.2 GHz. Models are created in MATLAB/Simulink® as well. The RTS is used for CPU
simulations, which allow time steps down to 10 pus. The communication between the RTS
and other devices can be implemented using analog signals or optical fiber connected to
small form-factor pluggable ports.

Both simulators can be connected to the Spitzenberger & Spies power amplifier in mul-
tiple ways. For the PLC, an analog connection as well as a connection via SCP1 is established.
For the RTS, only the connection via optical fiber is used, since it is clearly advantageous
over the analog connection if the used amplifier and simulator are supporting it.

4. Case Examples

The PHiLsLAB is a versatile simulation environment that enables diverse research.
The stable communication between devices is highly important to generate conclusive and
realistic results in PHiL experiments.

In the following, different ways of communication within a PHiL setup are described.
Based on three experiments that were carried out, the benefits and detriments are explained.

4.1. Comparison of the Bachmann PLC with the OPAL-RT RTS

In most PHIL setups, a dedicated RTS is used. They offer high performance to sim-
ulate complex models in time steps sufficient for the use in a hardware-connected setup.
Depending on the time constant of the simulated as well as the hardware part of the PHiL
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setup, simulation time steps below 100 us are needed. In such a case, the setup has to
contain an RTS.

If the simulation model is less complex or higher time steps are sufficient for the carried
out investigation, less specialized hardware for the simulation might be sufficient. PLCs
are normally used as controllers for microgrids or plants [21,22]. They are equipped with a
variety of input and output possibilities and execute models in time steps of microseconds.
Therefore, they might be used as the simulator in a PHiL setup.

In the following, the OPAL-RT RTS and the Bachmann PLC are compared using the
Spitzenberger & Spies amplifier for both simulators. The RTS is connected to the amplifier
via its optical connection and the PLC is connected using an analog output module. The
setup for the analog connection is shown in Figure 4.

D A Hardware-
20 us > —>{ Scaling > under-
A D Test
L J
L\l
3us 52V/us
1us
CPU ! ,
Tg = 100 us
i £ A current |
D measurement
Amplifier
D p
Programmable A Digital Analog  Power
logic controller
— —> —

Figure 4. PHiL with analog communication between the PLC and the amplifier.

The set point produced by the simulation on the CPU has to be converted into an
analog output signal, which is sent to the amplifier. Since the amplifier has an internal
digital control, the analog signal has to be converted into a digital signal again. This digital
signal is scaled according to the amplification settings and used as the set point for the
linear amplifier. The amplifier provides a voltage for the HUT and measures the current.
The current measurement is again converted to an analog signal and transmitted to the
PLC. In the PLC, the signal is converted back to a digital signal and fed into the simulation.
The conversions have to be included in the calculation of the closed-loop delay.

An alternative setup for the connection between the simulator and the amplifier is
shown in Figure 5. In this setup, an optical link is used instead of an analog link. In compar-
ison to the analog link, the set points for the amplifier as well as the measurement values
for the simulator are transmitted digitally. In this connection setup, no A/D conversions
are needed, which shortens the closed-loop time delay.

Hardware-
Test
lus
52V/us
CPU Lus
Tg > 5us oy current
| measurement
: Amplifier
FPGA ‘
Realtime Digital Power
Simulator
— —

Figure 5. PHiL with digital communication between the RTS and the amplifier.
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The optical link is established using the Aurora protocol, which is supported by the
OPAL-RT RTS and the Spitzenberger & Spies amplifier [23].

In the following, both PHiL setups are compared regarding the delay between a
simulated output value and the actual amplifier output. Additionally, the CPU load for
an identical simulation model is compared. Models for execution on both simulators are
created using MATLAB/Simulink®, which allows for a comparison of the performance
of both simulators with a nearly identical model complexity. The models differ only
in simulator-specific requirements regarding the structure and specific modules for the
connection to the amplifier.

4.1.1. Output Delay

First, the output delay of the amplifier for both simulators is compared. A simple
model simulating a step function from 0V to 100V is used. As the HUT, a three-phased
resistor with 31 () per phase is connected.

The Bachmann PLC uses the external input of the amplifier with a maximum input
voltage of 10V, which matches the maximum output voltage of the PLC. The signal is
measured and compared to the output signal of the amplifier. The output is measured
using a measurement output connector, which adds a delay of 0.8 us [24].

The optical interface used by the OPAL-RT RTS cannot be measured directly. The
measurements are therefore compared to internal measurements by the manufacturer,
which also were recorded using a step from 0V to 100 V [24].

The results for both simulators are shown in Figure 6. It can be seen that the analog
output of the PLC (Figure 6a) needs about 25 us to rise from 10% to 90%. With a delay of
approximately 5 us, the amplifier output follows the input. One can see that the total delay
between the simulated value and the amplifier output is dominated by the rise time of the
PLC output.

The output of the RTS is shown in Figure 6b. The digital signal rises instantaneously
and the output of the amplifier starts to rise with a delay of 4 ps. It reaches its maximum
output value after 8 us.

> 100 L. R
£ Jowmmpii—""
o -
> 50 ot
£ T - - -PLC output
g _e —— Amplifier output
O - I I
0 5 10 15 20 25 30 35 40 45 50
Time in us
(a) Programmable Logic Controller
> 100
= '
g f
> 50
= = = =RTS output
g — Amplifier output
O I I
0 5 10 15 20 25 30 35 40 45 50
Time in us

(b) Real-time Simulator

Figure 6. Simulator output, compared to the amplifier output for the Bachmann PLC (a) and the
OPAL-RT RTS (b). Values of (b) are according to [24].

Comparing the PHiL setup for both simulators, it becomes clear that the optical
connection from the simulator output to the amplifier output is superior in terms of delay.
In the case of the PLC, the output delay is mainly produced by the rise time of the analog
output of the PLC. Therefore, if highly dynamic processes should be investigated, a high-
speed digital connection between the simulator and the amplifier is beneficial. If either
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the used amplifier or the simulator does not support an optical connection between the
devices, an analog output module for the simulator with a low rise time should be used.

If the executed investigations do not include highly dynamic processes, the output de-
lay, i.e., the rise time of the PLC might be tolerable. Especially when simulating alternating
voltages or currents, the step between two consecutive set points is much lower than 100 V;
therefore, the delay of the PLC output is lower as well.

4.1.2. CPU Load

For the CPU performance test, the model shown in Figure 7 is used. It is a mathemati-
cal representation of the ENTSO-E interconnected continental European grid, including
frequency control reserve (FCR) and automatic frequency restoration reserve (aFRR).

Frequency Containment Reserve

vy s s

N *
PFCR,max PFCR,max KFCR

Self-Regulating Effect

N
¢ e

Ksp
Rotating Masses f*n
P f@ _y |af
AP(1)—(O—2 i é
Tg

Frequency Restoration Reserve

* ¥

P*aFCR i PaFCR i PaFCR,set

TAkt KSRL’ TSRL I(

Figure 7. Block diagram of the dynamic ENTSO-E grid model [25].

The grid model consists of a turbine generator model, with a rotating mass on the
generator shaft. An accelerating power P, leads to a change in frequency f, neglecting
mechanical losses:

g — Pa i f g (1)

dt Tg - Py - f
Using the rotational energy present in the interconnected system at nominal frequency
fo related to the system load P, the grid time constant T is calculated as

J-w
Pn

(=) S

Tg =

@

The dynamic frequency behavior of the interconnected grid model can thus be repre-
sented in a simplified way by a feedback integrator (Figure 7). The integrator represents the
storage of the energy of the rotating turbine generator system with the grid time constant
Tg. The feedback of the frequency deviation Af is represented by the self-regulation effect
Ksr, the FCR PrcR, and the aFRR P,grr. Quantities marked with an asterisk are related to
the grid load P, and the nominal frequency fy.

The FCR activation is proportional to Af with the gain Kpcr and is limited to the
amount of FCR PpcR max held in the interconnected system under consideration. In ac-
cordance with the specifications of the transmission system operators, the entire primary
control reserve tendered in Germany is activated in the event of a frequency deviation of

0.2Hz.
PFCR,max (3)

Kecr = 570,
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The physically limited power increase of the power plant units is simplified by a
maximum gradient rate PrcRr max- The power gradient of a thermal power plant unit is
subject to certain limits [26] due to limited valve setting speeds for controlling the steam
mass flow, the dynamics of the turbine, and the need to avoid critical material stresses due
to thermal expansion in the steam generator and turbine. With inverter-coupled generation
units, the power change can occur in the millisecond range. The startup behavior of
hydropower plants, which provide the majority of the FCR, is in the range of seconds
to a few minutes [27]. Since the exact course of the mean power gradient of the FCR
providers is not known, the assumption is made that the power gradient is just sufficient
to meet the specifications of the reference disturbance case, taking into account the grid
time constant Tg.

The model is implemented on both simulators and connected to the amplifier. A three-
phased resistor with 31 Q) per phase is again used as the HUT. The simple HUT allows
a comparison of the performance of both simulators in a closed-loop setup without risk-
ing instabilities.

To test the performance, the simulation time step is lowered without changing the
model. The mean CPU load for both simulators is measured using internal measurements.
As one can see in Figure 8, the CPU load for the PLC starts at about 20% for a time step of
500 ps. At a time step of 200 us, the CPU load rises to 50%. At these simulation time steps,
the CPU load for the OPAL is in the lower single digit range, which is barely above the
CPU load in idle mode.

CPU load in %
'_\
a1 o
o O/CD
+ V4
V4
V4
V4
V4
V4
4 '
1
1
+ |
’ ++
Vi 1
A 0 ||
FEs
4

50 100 200 300 500
Simulation time step in us

a1
[e9)
[EnY
o

Figure 8. CPU load for the Bachmann MC210 and the OPAL OP5600 for different simulation time steps.

A simulation time step of 200 ps is given by Bachmann as the lowest possible time
step. Nevertheless, the model runs at a time step of 100 pus with a CPU load of 98.1%.
Trying lower time steps leads to a software error at model compilation.

For the OPAL, a simulation time step of 100 ps leads to a CPU load of 5%. Lowering
the time step increases the CPU load peaking at 92% for a time step of 5 us. For the RTS,
lower time steps lead to an increase in overflows, which indicates that not all calculations
are finished within one time step. Since a time step of 10 us is given as a lower limit by
OPAL-RT for simulations running on the CPU, this result is expected.

Comparing the CPU loads for both simulators, it can be seen that the performance of
the RTS exceeds the PLC. For the same CPU load, the RTS is able to calculate the model
about 20 times as fast as the PLC. This shows that a dedicated RTS is needed if either low
time steps or a high model complexity is required. The model simulated in this example is
fairly simple, i.e., just containing a source, a transformer, and a few lines. Figure 9 shows a
Simulink model of a 14-node Cigre middle voltage grid [28]. This model is simulated on
the RTS with a time step of 100 ps and an average CPU load of 67%. Simulating such a
model on the PLC with an appropriate time step is not possible.

It also proves that a PLC is in general able to be used as a simulator for a PHiL setup.
If one wants to use a PLC instead of an RTS because of its lower price or its easier handling,
the required time step for the model needs to be considered to produce viable results.

Especially in experiments with alternating current, the frequency of the current or
voltage output signal has to be considered. Since a new set point is only generated after a
simulation time step is finished, a sinusoidal signal is discretized. In Figure 10a, a 50 Hz
sinus signal is shown with four different grades of discretization. In Figure 10a, the sinus
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is discretized with a time step of 5 pus, which corresponds to the lower limit of possible
time steps using the RTS. Using this time step, there is no difference from a perfect sinus
signal visible. Figure 10b shows a discretization with a time step of 100 ps, the lower limit
of time steps for the PLC. There are still 200 steps within one wavelength of the signal,
which is viable for a PHiL setup, especially if the output is smoothed by the rise time of
the amplifier.

|- -
Figure 9. Simulink model of a threephased middle voltage grid.
1 1 1
0.5 0.5 0.5
0 0 0
—0.5 -0.5 —0.5
—1 -1 -1
0.005 001  0.015 0.2 0 0005 001 0015 002 0 0005 001 0015 002 0 0005 001 0015 002
Time (s) Time (s) Time (s) Time (s)
(a) 5 pus (b) 100 ps (c) 1 ps (d) 5 ms

Figure 10. Discretised sinusoidal signal with a time step of 5 ps (a), 100 us (b), 1 ms (c), and 5 ms (d).

When increasing the time step to 1 ms, the steps in the signal become visible (Figure 10c).
Depending on the rise time of the amplifier, this signal is smoothed, but a discretization of
20 steps per period is the minimum for investigations including alternating currents. For a
time step of 5ms (Figure 10d), there are four steps in one period of the 50 Hz sinus, which
is not enough to sufficiently represent the desired wave form. If the model complexity
does not allow for a lower simulation time step with the used simulator, one has to explore
other ways of controlling the amplifier output.

4.2. Impact of Battery Energy Storage Systems for the Provision of FCR in Case of a 3 GW Failure

In order to perform an evaluation of the dynamic behavior of a BESS during the
provision of FCR or virtual inertia and to make a statement about the advantages of using
BESS for frequency stability in the ENTSO-E power grid with a high share of renewable
energies, the reference incident can be used as a scenario.

The reference incident, defined by ENTSOE-E for the continental European intercon-
nected grid, provides a basis for the design of the control reserve. It assumes a sudden
outage of two large power plants with a combined capacity of 3 GW during an off-peak
time with P, = 150 GW. The outage corresponds to a load jump of 2% of the total load.
According to the ENTSO-E guidelines, it shall be ensured that a deviation of the grid
frequency of £800 mHz and quasistationary 200 mHz from the nominal frequency is not
exceeded [29].

The PLC is used to control the BESS as well as for real-time simulation of the dynamic
grid model (Figure 7). Depending on the implemented control algorithms, the PLC trans-
mit active power set points to the BESS and, depending on the measured active power,
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frequency set points by SCPI to the power amplifier. Via the SCPI interface of the amplifier,
a new frequency value can be set every 5 ms by an SCPI command.

The experimental set up is shown in Figure 11. The HUT is the BESS controller, also
implemented in the PLC, and the BESS itself (Figure 11, purple background). The BESS
consists of three bidirectional inverters and a lithium-ion phosphate accumulator with a
capacity of 20 kWh. The BESS is connected to the three-phase grid build by the power am-
plifier. The active power is measured by the internal meter of the amplifier and transferred
by SCPI to the PLC. The frequency is measured by an external power meter and is also
transferred to the PLC.

MC210 Programmable Logic Controller

) G — = G- 0 ) (I N_— - o (S0 W) (L - W—- W G - ) (G50 - )

o ) —— | S— T S— e L

Dynamic Grid Model Ts=5ms BESS Controler

T Hardware
Test z

s Under
Environment

¢ Test

§ Battery Energy
4 Storage System

APS 22500 B
Power Amplifier = et
§ = <«—Power—»

Figure 11. PHiL with digital communication between PLC and amplifier (Ethernet/SCPI) and
between PLC and BESS (CAN BUS).

Since, in this case example, the smallest occurring time constant is in the order of
seconds, it is easily achieved with a time step of 5 ms. Disturbing rounding errors can be
neglected due to the calculation with 64 bits. The communication between the PLC and
the power amplifier takes place via Ethernet with a maximum transmission delay of 5ms.
SCPI protocol is used to send frequency and voltage set points to the internal oscillators
of the amplifier. Therefore, unlike the previous case, where the sinus of the voltage was
generated in the simulation, in this case, the internal oscillators of the amplifier are used to
convert the set points of voltage and frequency into a three-phase sinusoidal signal. This
leads to the advantages that the time step of the simulation has no impact on the quality of
the sinus voltage and the CPU load can be reduced. Therefore, the time delay of the SCPI
communication is negligible given the simulation time step of 5ms. This case example
shows that complex investigations can be implemented without the use of an RTS.

4.3. Closed Loop Control Current Stage

As explained in the case example in Section 4.1, most PHiL setups require a high-
performance RTS, but the PHiLsLAB can also be used to test hardware for high current
applications with basic simulation hardware. The investigation of current durability of
welded or other connections using a current driven measurement setup is presented in this
case example. Analogous to the case example in Section 4.2, the internal oscillators of the
linear amplifier are used. The used setup and time delays are shown in Figure 12. A basic
industrial M-DUINO microcontroller of type M-DUINO 38R+ programmed in C with the
Arduino IDE is used for simulating the ROS and controlling the power amplifier. Scaling
the power amplifier input is possible, if necessary due to damping and inaccuracies. In the
amplifier, the analog input signal is first converted into a digital signal and then triggers an
amplitude modulation of the set signal. The current root mean square value, frequency,
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and phase are preset for this signal; the amplifier is working in current controlled mode
and high currents of up to 800 A can be transmitted to the HUT.

D A . . 3-Phase Hardware-
2ms > | Scaling " Transformer [ 7 Under-
A D Test
L J
Y
- Amplifier 3 pus 52V/us
Microcontroller P . y'y o sense-
> 146 ms - current sequence wire
- ROS-Simulation
4 us
r : 1
. D ’ current
N transducer
A Digital Analog  Power
M-DUINO Sensor
— —> —>

Figure 12. Measurement setup closed-loop control current stage.

This setup can be realized as an open- or closed-loop simulation. For the closed-loop
simulation, it is possible to use either the microcontroller and implement, e.g., a PID
controller or to use the internal control of the power amplifier.

Using the microcontroller, a current transducer as current sensor is measuring at the
HUT and the measured values are being communicated back to the microcontroller via
its analog inputs. To use the internal control of the power amplifier to compensate the
resistivity of the wires to the HUT that are not part of the HUT, the sense wires need to be
connected to the corresponding connection points on the HUT.

The setup can also be realized as open-loop if the mapping is sufficiently exact and
the accuracy of the current sequence in the HUT is reasonable. Communication via
analog signals supports fast and low-cost implementation on the microcontroller, but
it is susceptible to noise. Additional security measures such as temperature limits can be
programmed to the microcontroller to stop simulation or start cooling to prevent fire hazard.

Time delays sum up to a total time delay of approximately 148 ms as the M-DUINO
time delay is dominating. Thus, the controller is slow due to the M-DUINO, but for current
sequences of up to 10 min per step, this is compliant. Additionally, the A/D conversion of
the M-DUINO in the feedback loop is adding delay time, but a faster feedback loop can be
implemented, when using the sense wires of the amplifier instead of the transducers in
connection with measurement cards. Additionally, a faster simulator could minimize the
dominating time delay and achieve a faster setting time.

5. Conclusions

PHiL investigations allow an easy and reproducible test setup for hardware used in
power and energy systems. This work explains the devices and connections necessary
to build a PHiL laboratory and explores different successful applications of PHiL at TU
Hamburg PHiLsLab with the aim of recommending different hardware setups adapted to
different investigations.

For the implementation of a PHiL laboratory, it is important to consider and match the
respective time delays of simulation, amplification, and application. It is shown that the
laboratory allows for fast implementation of PHiL setups with either a PLC, a microcon-
troller, or an RTS as the simulator. Therefore, depending on the necessary performance and
time steps, a lower-priced low-end or a more expensive middle- to high-end simulation
hardware can be used.

Table 1 shows an overview of the delays produced by the different parts of the PHiL
setup. The following recommendations can be derived based on our investigations. For the
simulator, first, the simulation time step should be chosen according to the time constant
of the ROS. Simulating electromagnetic transients requires a lower time step for higher
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frequencies, e.g., when harmonics in the power system are investigated. Mathematical
models or phasor-based simulations are generally less dynamic and can therefore be
simulated at a higher time step. Secondly, the simulator has to be able to calculate the
model at that time step. Larger, more complex models have to be simulated on an RTS,
whereas smaller models can be simulated on a PLC or even a microcontroller.

Table 1. Time delays.

Device Minimum Time Delay
Simulator time step:

OPAL-RTS 5us
Bachmann PLC 100 ps
M-DUINO puC 146 ms
Communication delay including conversions:

OPAL-RTS Aurora lus
Bachmann PLC analog 20 us
Bachmann PLC SCPI 122 us
M-DUINO analog uC 2ms
linear amplifier read-in:

Spitzenberger & Spies APS digital 1 us
Spitzenberger & Spies APS analog 3us
Spitzenberger & Spies APS SCPI 5ms

The communication protocol as well as the amplifier have to fit the time step of the
simulation. Simulating a new set point every 5 us makes little sense if SCPI is used to
transmit the set point just every 200 ps. An M-DUINO microcontroller does not need
a high-speed digital connection. In the experiments shown here, the versatile Spitzen-
berger & Spies amplifier is used. It supports a wide array of communication interfaces
and has a low rise time. If a more specialized amplifier is to be used, its communication
interfaces and the rise time of its output have to match the intended purpose as well.

The different speeds and time delays of the communication between simulator and
amplifier, as well as the feedback, influence the dynamic interaction between the ROS and
the HUT and have to be chosen accordingly. The time delays produced by the setup have
to be below the dynamics of the investigation to achieve the required precision and avoid
instabilities. Depending on the investigated phenomena and their time constants, analog or
SCPI communication can be feasible or the faster optical communication might be required.
Consequently;, if the time constants of the components of the PHiL simulation match the
simulator performance, PHiL simulations are a flexible and tool that hardware tests in a
safe and reproducible environment.

Author Contributions: Conceptualization, ].I., S.M. and L.W.; methodology, J.I., S.M. and L.W.; soft-
ware, J.I, 5.M. and L.W.; investigation, ].I., S.M. and L.W.; writing—original draft preparation, J.I., S.M.
and L.W,; writing—review and editing, T.A K. and C.B.; visualization, ].I., S.M. and L.W.; supervision,
T.A K. and C.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded as part of an i® Project, which is an internal research funding
program at the Hamburg University of Technology (TUHH).

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Data Availability Statement: The data are not publicly available beyond the data presented in the
paper since not all involved parties agreed to its publication. For further information regarding the
presented data and beyond, please contact the corresponding author.

Acknowledgments: We acknowledge support for the Open Access fees by Hamburg University of
Technology (TUHH) in the funding program Open Access Publishing.



Energies 2021, 14, 3154 14 of 15

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

BESS Battery Energy Management System

CHiL Controller Hardware-in-the-Loop

FCR Frequency Containment Reserve

FPGA Field Programmable Gate Array

HUT Hardware Under Test

PHiL Power Hardware-in-the-Loop

PHiLsLab Power Hardware-in-the-Loop Simulation Laboratory
PLC Programmable Logic Controller

ROS Rest of System

RTS Real-time Simulator

SCPI Standard Commands for Programmable Instruments
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